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Figure 1: 404 Cat, origin: Pravin Barnale/BCCL Indore
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Federated Learning

Figure 2: Wikipedia, Federated learning
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Federated Learning

Figure 2: Wikipedia, Federated learning

Local model:

𝐿𝑡+1 ← 𝐺𝑡,  𝑙 ← ℒclass

∀𝑏 ∈ 𝒟local,  𝐿𝑡+1 ← 𝐿𝑡+1 − 𝛼 ⋅ ∇𝑙(𝐿𝑡+1, 𝑏)
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Global model:

𝐺𝑡+1 = 𝐺𝑡 + 𝜂
𝑛

∑
𝑚

𝑖=1
(𝐿𝑡+1

𝑖 − 𝐺𝑡)
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Defense against Poisoning

• Weights clipping

𝑤′ = 𝑤 ⋅ min(1, 𝜌
|𝑤|) [1]
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Defense against Poisoning

• Weights clipping

• Trimmed mean

• Median

• Subset of clients

• Testing

5



Natural “poisoning”

Figure 3: Cars, E. Bagdasaryan et al, “How To Backdoor Federated Learning”, 2019 [2]
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Backdoors

Figure 4: Stop Signs, E. Bagdasaryan et al, “How To Backdoor Federated Learning”, 2019 [2]
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Hidden Backdoors (1/3)

Figure 5: A. Saha et al, “Hidden Trigger Backdoor Attacks”, 2019 [3]
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Hidden Backdoors (2/3)

99



Hidden Backdoors (3/3)

Figure 6: Y. Sun et al, “Semi-Targeted Model Poisoning Attack on Federated Learning via Backward Error Analysis”,
2022 [4]
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Detecting backdoors ?

Figure 7: B. Chen et al, “Detecting Backdoor Attacks on Deep Neural Networks by Activation Clustering”, 2018 [5]
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Detecting Backdoors in practice (1/2)

Figure 8: Silhouette score on a backdoored MNIST classifier (5 → 2), using the malicious dataset (left) and a benign
dataset (right).
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Detecting Backdoors in practice (2/2)

Figure 9: Tentative to detect backdoors on a MNIST classifier using only benign test dataset.
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Poison on NLP models

Figure 10: E. Wallace et al, “Concealed Data Poisoning Attacks on NLP Models”, 2021 [6]
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Poison on text-to-image models

Figure 11: Zhai et al, “Text-to-Image Diffusion Models can be Easily Backdoored through Multimodal Data
Poisoning”, 2023. [7]
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Use of backdoors to verify unlearning

Figure 12: Guo et al. “Verifying in the Dark: Verifiable Machine Unlearning”, 2024 [8]
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